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Abstract: Lithium batteries play a critical role in modern technological applications, including elec-
tric vehicles and portable electronic devices. Ensuring accurate estimation of their remaining useful 
life is essential to improve system efficiency and reliability. This study focuses on predicting the 
remaining useful life of lithium batteries using advanced regression methods. Data were collected 
from lithium battery charge-discharge cycles, encompassing key operational parameters such as 
voltage, current, and temperature. The analysis employed several regression models, including lin-
ear regression, lasso regression, and Ridge regression, to identify relationships between these pa-
rameters and battery life. The models were evaluated based on estimation accuracy, with Root Mean 
Square Error (RMSE) as the primary performance metric. The findings demonstrate that regression 
methods can effectively capture non-linear relationships between input variables and the remaining 
useful life, with lasso and Ridge regression showing superior performance in reducing prediction 
errors. These results underscore the potential of regression-based approaches in providing robust 
and reliable estimations of battery life. The conclusions highlight the importance of these models 
for developing predictive battery management systems, which can optimize battery performance 
and extend their operational lifespan across various applications. This research establishes a solid 
foundation for future studies on intelligent battery health monitoring and management. 

Keywords: Lithium Battery; Remaining Useful Life; Regression Methods; Lasso Regression; Ridge 
Regression; Battery Management Systems. 
 

1. Introduction 

In the rapidly developing era of electric vehicles (EVs), lithium-ion batteries play a 
critical role in determining their performance and lifetime [1], [2]. Battery decreasing du-
rability and capacity over time pose significant challenges, affecting EVs’ efficiency and 
lifespan. Consequently, a reliable and accurate method for estimating the remaining use-
ful life (RUL) of lithium-ion batteries is essential to predict performance degradation and 
support preventive maintenance systems [3], [4]. 

This article aims to conduct a comparative analysis of various regression methods for 
estimating the RUL of lithium-ion batteries in EV applications. Regression techniques 
such as linear regression, Lasso Regression, and Ridge Regression are selected because 
they can model linear relationships between key variables related to battery charge-dis-
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charge characteristics and lifetime estimation [5], [6]. Each method offers unique ad-
vantages in terms of accuracy, simplicity, and regularization capabilities, essential to ad-
dress data variability and multicollinearity. 

In this study, the dataset includes a variety of battery variables, including charging 
time, maximum and minimum voltages, and charging duration at a given voltage. By 
comparing the performance of three regression methods using evaluation metrics such as 
Root Mean Square Error (RMSE) and R-squared (R²), this article attempts to identify the 
optimal approach for battery RUL estimation. The findings are expected to contribute to 
developing more intelligent and sustainable battery management systems, which are cru-
cial for optimizing the use of EVs in the future. 

Previous studies have explored various regression-based approaches to modelling 
battery capacity degradation. For example, Kwon et al. [7] showed that multiple linear 
regression effectively estimates battery capacity degradation using data from the acceler-
ated deterioration test. However, this method suffers from highly complex data and mul-
ticollinearity among variables, necessitating regularization techniques such as Deep 
Learning. 

Lasso Regression, introduced by Wang et al. [5], has been shown to effectively select 
the most influential features that contribute to battery degradation, especially in datasets 
with high variability. By applying L1 regularization, Lasso pushes the coefficients of in-
significant variables to zero, improving model interpretability and reducing the risk of 
overfitting. In addition, the lasso algorithm has also proven to be easy to implement, es-
pecially in real-time battery health prediction. 

Similarly, Ridge Regression, which uses L2 regularization, has been widely applied 
to handle datasets with high multicollinearity. Zequera et al. [8] found that Ridge provides 
fairly accurate battery RUL estimates when variables are highly correlated because the L2 
penalty prevents coefficients from being too large. Ridge is very useful because it can pre-
vent the model from overfitting and reduce errors. 

Recent studies, such as those conducted by [9], have integrated regression ap-
proaches with other machine learning techniques, such as Random Forest [6], [9], Support 
Vector Machine (SVM)[9], and Deep Learning [3], [9], [10], to improve the accuracy of 
battery life prediction. However, tree-based methods, SVM, and deep learning often re-
quire higher computational resources and are less interpretable than regression models in 
explaining variable relationships. 

Based on previous studies, this study focuses on a comparative analysis of Linear 
Regression, Lasso Regression, and Ridge Regression to estimate the RUL of lithium-ion 
batteries in electric vehicles. By evaluating the strengths and weaknesses of each method 
through metrics such as RMSE and R², this study aims to provide practical guidance for 
selecting the most appropriate regression approach in battery management system appli-
cations. 
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2. Materials and Experiment Methods 

This research used experimental and machine-learning methods with several main 
stages. The first stage is dataset collection, where relevant data is collected to support the 
experiment while ensuring that the data obtained is by the research objectives. Next, the 
data understanding process and outlier removal are carried out. At this stage, the dataset 
is cleaned from noise, outliers are removed so the data is ready to be used in modelling, 
and the correlation between features is measured to understand the relationship between 
variables. After that, data preparation is carried out, which includes dataset division 
(splitting), data normalization to ensure uniform data distribution, and dimensionality 
reduction using the Principal Component Analysis (PCA) technique. 

The next stage is modelling, where the model is built using machine learning algo-
rithms such as Linear Regression, Lasso Regression and Ridge Regression. These various 
algorithms are compared to determine the most optimal model. After the model is devel-
oped, the evaluation and validation stages are carried out to test the performance of the 
model using test data. Validation is carried out using evaluation metrics such as RMSE 
and coefficient of determination (R²) to ensure the accuracy and reliability of the predic-
tions produced by the model. This stepwise approach is designed to ensure comprehen-
sive and relevant research results. The detailed process for each step in this research is as 
follows: 

2.1. Data Understanding 

This experiment uses the HNEI Dataset [11], [12], [13]  in an experiment to test the 
prediction model for the remaining battery life of an NMC-LCO (Nickel Manganese Co-
balt Oxide - Lithium Cobalt Oxide)-based lithium battery with a nominal capacity of 2.8 
Ah. The dataset includes data from 51 18650 battery cells, a typical lithium-ion battery 
type used in portable electronic devices and electric vehicles. The dataset contains 15,064 
rows and 9 columns, with no missing or duplicate values. However, 643 outliers were 
removed and deleted using the Interquartile Range (IQR) method to ensure data quality. 

This experiment uses several regression techniques, namely Linear Regression, Lasso 
Regression and Ridge Regression, to determine the best model for predicting battery life 
based on relevant variables. The model is selected based on its ability to handle linear 
relationships between variables and its similarity when combined with regularization to 
improve model performance. 

The variables included in this dataset reflect important characteristics of battery 
charging and discharging, which are expected to affect the battery's remaining capacity 
over time. Here is a brief description of each variable: 

1. Cycle Index: The cycle index indicates the number of charge and discharge cycles the 
battery has undergone. 

2. Discharge Time (s): The duration of the battery discharge until it reaches a specific 
voltage, providing information about the battery’s durability. 
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3. Drop 3.6-3.4V(s): The time required for the battery to drop from 3.6V to 3.4V, indicat-
ing capacity degradation. 

4. Max. Discharge Voltage (V): The maximum voltage reached during battery discharge 
is relevant to meeting voltage limits. 

5. Min. Charge Voltage (V): The minimum voltage during charging represents the start-
ing point of capacity replenishment. 

6. Time at 4.15V (s): The duration the battery spends at 4.15V during charging, indicat-
ing stability in a certain phase. 

7. Constant Current Time: Time in the constant current phase during charging, closely 
related to battery life. 

8. Charging time (s): The total charging time from empty to full indicates charging effi-
ciency. 

9. RUL is the estimated number of cycles or time remaining before the battery loses sig-
nificant performance. 

These variables provide quantitative insight into the condition and remaining capac-
ity of the battery. The developed model will utilize this information to predict the remain-
ing battery life accurately. The experimental results will show how effective each regres-
sion method is in modelling the relationship between these variables and the remaining 
life of lithium-ion batteries. 

2.2. Data Preparation 

The data preparation stage is carried out systematically to ensure that the data used 
in modelling is of optimal quality. This process includes data cleaning, feature correlation 
analysis against targets (RUL), normalization, dataset separation, and dimensionality re-
duction using PCA method. Each step in this process is designed to increase the effective-
ness and efficiency of the prediction model to be developed. 

1. Data Cleaning: The first step is to examine the structure of the dataset, including di-
mensions, data types, and number of entries, to gain an initial understanding. Sum-
mary statistics are used to analyze the distribution of numeric data and detect outliers. 
Boxplot and histogram mapping are used to visually identify extreme values, while 
pairplot helps analyze the relationship between features in the dataset. Correlations 
between features are also calculated and visualized using a heatmap to assess the de-
pendency between variables. The plot of RUL Correlation Heatmap can be seen in 
figure 2. It can be seen that all of the features highly correlated with RUL with at least 
0.82 for the minimum correlation. Detected outlier values are removed using IQR 
method to ensure clean and consistent data. 
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Figure 1. Correlation Heatmap Between RUL and Other Features 

2. Dataset Splitting: The data is split into a training set and a testing set to ensure the 
objective model evaluation. The training set is used to train the model, while the test-
ing set is used to test the model’s performance on new, never-before-seen data. This 
process prevents overfitting, where the model focuses too much on the training data 
and cannot handle new data well. Typically, the dataset is split in a 50:50 ratio, with 
the additional option of using a validation set in parameter tuning. 

3. Normalization: After cleaning, the data is normalized to align the scale of each varia-
ble. This step is important so that large-scale variables (e.g., time in seconds) do not 
dominate the analysis results compared to small-scale variables (e.g., voltage in volts). 
Normalization is done by transforming the data into a specific range, such as 0 to 1, 
or with a standard deviation scale. This process improves consistency between varia-
bles and makes further analysis easier.  

4. Dimensionality Reduction with PCA: Dimensionality reduction is performed using 
PCA to simplify the data without sacrificing important information. PCA transforms 
the dataset into several principal components representing most data variability. This 
process helps reduce data complexity and improves the computational efficiency of 
the model. The PCA results are visualized in the principal component space (e.g., PC1 
and PC2) to reveal patterns or clusters that may be hidden in the initial data space. 

Each step in this data preparation process is designed to ensure the data is ready for 
modelling and prediction. The overall visualization of this step illustrates the effectiveness 
of the preprocessing method in simplifying and improving the data quality, thereby sup-
porting the development of reliable and accurate predictive models. 

2.3. Model Development 

This study uses three main regression models: Linear Regression, Lasso Regression, 
and Ridge Regression. Linear Regression is an algorithm that models the linear relationship 
between independent and target variables. The linear regression formula is given by  

𝑌 = 𝑎 + 𝑏𝑋 + 𝑒, 

where 𝑌 is the dependent variable, 𝑋 is the independent variable, 𝑎 is the y-intercept, 
𝑏 is the slope, and 𝑒 is the error term. This model finds the best line that minimizes the 
error between predicted and actual values using the Ordinary Least Squares (OLS) 
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method. Linear Regression does not use regularization, so it is prone to overfitting, espe-
cially on datasets with many features. This model is implemented using the `Line-
arRegression()` function from scikit-learn without additional parameter adjustments. The 
training process is carried out with `fit()`, and predictions are made using the `predict()` 
function. Performance evaluation uses RMSE metric to assess model accuracy. 

Lasso Regression, on the other hand, introduces an L1 regularization penalty, which 
adds a penalty to the absolute value of the regression coefficients. Lasso regression, or L1 
regularisation, adds a penalty term 𝜆∑|β,| to the ordinary least squares (OLS) formula, 
where 𝜆 is a tuning parameter and β, are the coefficients. This regularization allows the 
model to perform feature selection by reducing some regression coefficients to zero, thus 
retaining only the most significant features. This makes Lasso Regression very suitable for 
high-dimensional datasets. The model uses the `Lasso()` function from scikit-learn, with 
the regularization parameter alpha tested through a grid search to determine the optimal 
value. The model is trained using the `fit()` function, and the prediction results are tested 
with RMSE to evaluate the balance between bias and variance. 

As an alternative, Ridge Regression uses the L2 regularization penalty, which adds a 
penalty to the square of the regression coefficients. Ridge regression, or L2 regularisation, 
adds a penalty term 𝜆∑β,- to the OLS formula. This regularization helps reduce overfit-
ting by reducing large regression coefficient values, making the model more stable, 
mainly when multicollinearity exists between features. The Ridge Regression implemen-
tation uses the ̀ Ridge()` function from scikit-learn, with the alpha parameter set to control 
the strength of the penalty. Similar to Lasso, the alpha value is tested through a grid search 
to obtain optimal performance. 

These three models were chosen because they can handle the relationship between 
features in the dataset and RUL target. Each model is evaluated based on its performance 
on the test data using the metrics RMSE and R². The best model is selected based on the 
evaluation results to ensure the accuracy and reliability of the predictions. 

2.3. Evaluation Metrics 

This study evaluates model performance using two main metrics, namely RMSE and 
R². These two metrics provide a comprehensive understanding of the prediction accuracy 
and the model’s ability to explain the variability of the target data.  

RMSE measures the average error rate produced by the model in predicting the tar-
get value. This metric calculates the root mean of the square of the difference between the 
actual value and the predicted value. The smaller the RMSE value, the better the model 
produces predictions close to the target value. RMSE also provides a more significant pen-
alty for large errors, making it sensitive to outliers in the data. 

Meanwhile, the coefficient of determination or R² is used to evaluate the extent to 
which the model can explain the variability of the target data based on the input features. 
The R² value ranges from 0 to 1, where a value close to 1 indicates that the model can 



Recent in Engineering Science and Technology 2025, Vol. 03 No. 01 | https://doi.org/10.59511/riestech.v3i01.93 15 of 18 
 

 

explain most of the variability in the data. A high R² indicates that the relationship be-
tween the input and output variables can be modelled well. On the other hand, a low R² 
value indicates that the model cannot effectively capture patterns in the data. 

In this study, the combination of RMSE and R² provides an in-depth evaluation of 
model performance. RMSE shows the absolute error in the same unit as the target (RUL), 
while R² measures the proportion of data variability that the model can explain. By using 
these two metrics, model performance can be analyzed comprehensively in terms of pre-
diction accuracy and generalization ability. 

 

Figure 2. Plot of all models: Linear Regression (left), Lasso Regression (Midle),  

and Ridge Regression (Right) 

3. Results and Discussion 

3.1. Results 

The experimental results show the performance of Linear Regression, Lasso Regres-
sion, and Ridge Regression models in predicting the remaining useful life of lithium bat-
teries based on the main evaluation metrics, namely RMSE and R². The results experiment 
can be seen in table 1 and table 2. Meanwhile the plot of all estimation results can be seen 
in figure 2. 

Table 1. The RMSE results for all model 

Model Training RMSE Testing RMSE 

Linear Regression       51.281033      51.879174 

Lasso Regression 51.290612      51.881304 

Ridge 51.282188      51.878767 

 

Based on the RMSE value, the three models show similar performance. In the training 
data, linear Regression produces an RMSE of 51.281, while Lasso and Ridge have RMSE 
values of 51.291 and 51.282, respectively. On the testing data, the RMSE for linear Regres-
sion is 51.879, while Lasso reaches 51.881, and Ridge is slightly better with a value of 
51.879. This slight difference indicates that Lasso and Ridge's regularization does not pro-
vide significant improvements compared to the simple linear regression model. 
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Table 2. The R2 results for all model 

Model Training R2 Testing R2 

Linear Regression       0.974206 0.973200 

Lasso Regression 0.974196 0.973198 

Ridge 0.974205 0.973201 

For the R² value, the three models also show almost identical results. On the training 
data, Linear Regression, Lasso and Ridge achieved R² of 0.974206, 0.974196, and 0.974205, 
respectively. Similar results were also seen in the testing data, with R² values of 0.973200, 
0.973198, and 0.973201, respectively. The high R² values of these three models indicate that 
the models can explain data variability in training and testing data. 

Although all three models performed very well predicting the remaining battery life, 
the performance differences between linear Regression, Lasso Regression, and Ridge Re-
gression were minimal. Thus, linear Regression can be considered the most efficient 
model, considering its simplicity and the absence of significant differences in the evalua-
tion results. However, if there is a need for feature selection or handling multicollinearity 
in the future, Lasso and Ridge remain alternatives that can be considered. 

3.2. Discussion 

The experimental results show that the three regression models, linear Regression, 
Lasso Regression, and Ridge Regression, perform almost equally well in predicting the 
remaining life of lithium batteries. The high RMSE and R² values on both training and 
testing data indicate that these three algorithms can very well model the relationship be-
tween input features and the target (RUL). 

Linear Regression gives excellent results with an RMSE value of 51.281 on the train-
ing data and 51.879 on the testing data and an R² of 0.974206 and 0.973200, respectively, 
for the training and testing data. The absence of regularization in Linear Regression does 
not significantly affect performance, indicating that the dataset used has a strong linear 
relationship between input and output variables and minimal multicollinearity problems 
or irrelevant features. 

Lasso Regression, which uses an L1 regularization penalty for feature selection, pro-
duces almost identical RMSE values to linear regression. However, the feature selection 
properties of Lasso did not significantly improve performance, possibly because the da-
taset was already clean of less relevant features. 

Ridge Regression, with an L2 regularization penalty, showed the best RMSE result 
on the test data, which was 51,878. However, the difference was very small compared to 
linear regression, so the effect of Ridge regularization in improving model generalization 
was also not significant on this dataset. 
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These results provide several important insights. First, a simple linear regression 
model can be effectively used for battery life prediction, especially when a strong linear 
relationship is present in the data. Second, Lasso and Ridge can still be considered in other 
scenarios, such as when the dataset has many potentially redundant features or multicol-
linearity. 

This discussion also emphasizes the importance of comprehensive evaluation in se-
lecting a model. Although all three models performed almost identically, linear regression 
was found to be the most efficient because it did not require additional parameter tuning, 
such as alpha values in Lasso and Ridge. In the future, experiments can be extended by 
using non-linear methods, such as tree-based algorithms or neural networks, to examine 
whether non-linear models can outperform complex relationships in larger or heteroge-
neous datasets. 

4. Conclusions 

This study successfully developed a prediction model for lithium batteries’ RUL 
based on Regression, including Linear Regression, Lasso Regression, and Ridge Regres-
sion. The evaluation results show that the three models have similar performance, with 
an RMSE value on the test data of around 51.88 and a very high R² value, approaching 
0.973. This indicates that the model can predict RUL with a good level of accuracy and can 
explain most of the variability in the data. 

Linear Regression performs slightly better than Lasso and Ridge Regression based 
on the RMSE and R² values. However, the difference in performance between the three 
models is minimal, indicating that regularization in Lasso and Ridge does not provide 
significant benefits in this case. This indicates that the data used does not have overfitting 
or too many variables for the simple Linear Regression model. 

These findings confirm that simple linear Regression can be an effective choice for 
predicting the RUL of lithium batteries under clean and structured data conditions. In the 
future, this approach can be used as a basis for the development of more sophisticated 
battery management systems, including the application of other machine learning tech-
niques, such as non-linear or deep learning-based models, to capture more complex pat-
terns. 

Overall, this study contributes to understanding lithium battery RUL prediction and 
opens up opportunities for practical applications in battery management systems in vari-
ous electronic devices and electric vehicles. 
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